Learnable Evolutionary Search across Heterogeneous Problems via Kernelized Autoencoding

Lei Zhou, Liang Feng*, Abhishek Gupta, Yew-Soon Ong, Fellow, IEEE

Abstract—The design of evolutionary algorithm with learning capability from past search experiences has attracted growing research interests in recent years. It has been demonstrated that the knowledge embedded in the past search experience can greatly speed up the evolutionary process if properly harnessed. Autoencoding evolutionary search (AEES) is a recently proposed search paradigm which employs a single-layer denoising autoencoder to build the mapping between two problems by configuring the solutions of each problem as the input and output for the autoencoder, respectively. The learned mapping makes it possible to perform knowledge transfer across heterogeneous problem domains with diverse properties. It has shown a promising performance of learning and transferring the knowledge from past search experiences to facilitate the evolutionary search on a variety of optimization problems. However, despite the success enjoyed by AEES, the linear autoencoding model cannot capture the nonlinear relationship between the solution sets used in the mapping construction. Taking this cue, in this paper, we devise a kernelized autoencoding to construct the mapping in a Reproducing Kernel Hilbert Space (RKHS), where the nonlinearity among problem solutions can be captured easily. Importantly, the proposed kernelized autoencoding also holds a closed-form solution which will not bring much computational burden in the evolutionary search. Furthermore, a kernelized autoencoding evolutionary search paradigm (KAES) is proposed that adaptively selects the linear and kernelized autoencoding along the search process in pursuit of effective knowledge transfer across problem domains. To validate the efficacy of the proposed KAES, comprehensive empirical studies on both benchmark multiobjective optimization problems as well as real-world vehicle crashworthiness design problem are presented.

Index Terms—Evolutionary optimization, knowledge transfer, kernelization, nonlinear.

I. INTRODUCTION

Evolutionary algorithm (EA) is a popular population-based search method for solving complex optimization problems, where derivatives may not be available or multiple local optima may exist, that are intractable by conventional mathematical methods [1], [2]. Due to its strong search ability and easy implementation, EA has been successfully applied to solve a variety of optimization problems, including continuous optimization [3], [4], discrete optimization [5], [6], single objective optimization (SOO) [7], [8] and multi/many-objective optimization (MOO/MaOO) [9–11] as well as robust optimization [12], [13] and dynamic optimization [14], [15] in uncertain environments, etc.

Over the years, a number of research efforts have been made on developing advanced EAs in the literature, many of which focus on the design of efficient evolution mechanisms, involving new genetic operators [16], [17], reliable selection criteria [18], [19] as well as intensive local search heuristics [20], [21]. It is noted that most existing EAs conduct the optimization from scratch without considering search experiences on past solved problems which could be used to speed up the evolutionary process [22], [23]. Although similar ideas have been well established in the realm of machine learning, where it is referred to as “Transfer Learning” [24], [25], relevant research in evolutionary optimization literature is still in its infancy. As problems seldom exist in isolation, related problems usually contain useful information that could enhance the optimization process across problem domains. Therefore, there is a growing interest in improving evolutionary search performance by designing knowledge transfer components that can leverage the useful traits found in solving one problem to help another.

The early attempts on knowledge transfer in EA were to archive high-quality solutions of past-solved problems, and directly reuse these solutions when related problems are encountered. For instance, Louis et al. [26] proposed a genetic algorithm equipped with a case-based memory of the optimized solutions of past problems. Rather than starting anew on each problem, the archived solutions from similar problems are periodically injected into the population to accelerate the optimization process of a genetic algorithm via case-based reasoning. In [27], a performance boost is observed when addressing a traveling salesman problem by injecting the solutions of previously solved similar problems into the initial population of the genetic algorithm. Similar ideas are also widely adopted in dynamic optimization, where useful information or solutions from the current environment are stored and reused later in new environments. Representative examples can be found in [28–30]. However, as these methods rely on the direct reuse of past solutions, they may fail on problems with different ranges or dimensionality of search space.

In recent years, researchers have started exploring flexible yet efficient ways to transfer knowledge across problem domains with distinct properties. For instance, a memetic
algorithm is designed in [31] to transfer the structured knowledge in the form of a transformation matrix learned from previous problem-solving experiences across the domains of vehicle routing and arc routing. Gupta et al. [32] presented a multifactorial evolutionary algorithm to optimize multiple optimization tasks simultaneously, in which the knowledge of the problems is exchanged implicitly within a unified search space. In [33], multiple base surrogate models are stacked using a meta-regression method as an alternative way of knowledge sharing among distinct but related sources. More recently, Da et al. [34] proposed to encode the knowledge acquired from past optimization exercises in the form of probabilistic models. Elite solutions can then be adaptively sampled from the model to facilitate a target search process.

Autoencoding evolutionary search (AEES) is a recently proposed search paradigm using a single-layer denoising autoencoder (DAE) to build the mapping between two problems by configuring the solutions of each problem as the input and output for the autoencoder, respectively [35]. The learned mapping makes it possible to transfer the high-quality solutions found in one problem to another problem domain, even though the two domains possess different problem properties, such as dimensionality, range of decision variables and number of objectives. The efficacy of AEES has been verified on both commonly used multiobjective optimization problems and real world applications. However, despite the success of AEES, it is worth noting that its linearly formulated DAE can only model the linear relationship among problem solutions, which may affect the performance of AEES when the solutions are nonlinearly correlated. In addition, AEES transfers the whole optimized population from one problem to the other, which is inefficient in cases where similar solutions exist in the population.

Keeping the above in mind, in this paper, we propose a new learnable evolutionary search paradigm, namely kernelized autoencoding evolutionary search (KAES). In KAES, a kernelized autoencoding method is derived to conduct kernelization on a single-layer DAE for building the mapping across heterogeneous problems in a Reproducing Kernel Hilbert Space (RKHS), where the nonlinearity between the solution sets used in the mapping construction can be captured easily. As a result of the kernel trick, the newly-derived nonlinear mapping holds a closed-form solution so that it will not bring much additional computational burden. Rather than solely use the kernelized autoencoding or the linear autoencoding as in [35], KAES combines both kinds of autoencoding and adaptively determine which one to select based on the similarity of the two solution sets measured by Kullback-Leibler divergence [36]. With the learned mapping, the knowledge from past search experience can be transferred to the current problem in the form of adapted problem solutions. Further, the solutions for the mapping construction are sorted by solution quality in order to introduce a high ordinal correlation towards effective knowledge transfer. Lastly, in contrast to [35] that reuses the whole population of the past optimized solutions, the proposed KAES transfers a limited number of representative elite solutions which greatly improves the computational efficiency. Comprehensive empirical studies have been conducted on 12 commonly used multiobjective benchmarks [37, 38] as well as a real-world case study on the vehicle crashworthiness design problem in the automotive industry [39]. The experimental results confirm the efficacy of the proposed kernelized autoencoding evolutionary search paradigm.

The rest of this paper is organized as follows. Section II briefly introduces the autoencoding evolutionary search as well as the motivation of this work. Subsequently, the details of the proposed kernelized autoencoding method and evolutionary search paradigm are elaborated in Section III. Section IV provides the comprehensive empirical studies on the commonly-used multiobjective benchmark problems. Further, a real-world case study on the vehicle crashworthiness design problem is presented in Section V. Lastly, the concluding remarks of this paper are drawn in Section VI.

II. PRELIMINARIES

In this section, we first give a brief introduction of the autoencoding evolutionary search. Next, the motivation of this work is demonstrated with an illustrative example.

A. Autoencoding Evolutionary Search

Denoising autoencoder is a specific form of neural network that attempts to reconstruct the initial input from its corrupted version [40]. It has been successfully applied for solving many challenging learning problems, such as domain adaptation [41, 42], natural language processing [43, 44], sentiment analysis [45, 46], etc.

Formally, given the input vector \( x \in \mathbb{R}^{1 \times d} \), a denoising autoencoder first corrupts \( x \) into \( \tilde{x} \) before mapping it to a hidden representation \( y \in \mathbb{R}^{1 \times d} \) via \( y = s(Wx + b) \), where \( W \) and \( b \) are the weight and bias between the input and the hidden layers, respectively, and \( s \) is the sigmoid activation function, i.e., \( s(x) = 1/(1 + e^{-x}) \). Next, \( y \) is decoded as \( z = s(W'y + b') \in \mathbb{R}^{1 \times d} \) with the aim to reconstruct \( x \) by minimizing the reconstruction error as follows:

\[
\min_{W, W', b, b'} \frac{1}{n} \sum_{i=1}^{n} L(x_i, z_i),
\]

where \( n \) denotes the number of data instances, and \( L \) is a loss function, such as the square loss, Kullback-Leibler divergence, etc.

Inspired by the fact that the hidden representation \( y \) actually builds a connection between the corrupted inputs \( \tilde{x} \) and the initial input \( x \), autoencoding evolutionary search is proposed in [35] to leverage a single layer denoising autoencoder to construct the mapping across problem domains by treating the solutions of one optimization problem as the corrupted version of the solutions of the other problem. Particularly, as depicted in Fig. 1, let \( P \in \mathbb{R}^{N \times d} \) and \( Q \in \mathbb{R}^{N \times d} \) represent the solution set of two different optimization problems \( T_1 \) and \( T_2 \), respectively, i.e., \( P = \{p_1, \ldots, p_N\} \) and \( Q = \{q_1, \ldots, q_N\} \), where \( N \) denotes the number of solutions in each set and \( d \) is the solution’s dimension\(^1\).

\(^1\)If \( p \) and \( q \) have different dimensions, we pad \( p \) or \( q \) with zeros to make them be of equal dimensionality.
The mapping from $T_1$ to $T_2$ can be naturally built through a denoising autoencoder by using $P$ as the input and $Q$ as the output accordingly. Further, the corrupted input is reconstructed with a single level mapping $M : \mathbb{R}^d \rightarrow \mathbb{R}^d$, that minimizes the squared reconstruction loss as follows:

$$L_{sq} = \frac{1}{2N} \sum_{i=1}^{N} \|q_i - M p_i\|^2.$$  

The solution of Eq. (2) can be expressed as the well-known closed-form solution for ordinary least squares [47], which is given by:

$$M = (QP^TP)^{-1}.$$

The learned $M$ thus builds a mapping from $T_1$ to $T_2$. The solutions that are transferred from $T_1$ to $T_2$ can be generated simply by multiplying with $M$.

With the autoencoding based knowledge transfer component integrated into the EA framework, the workflow of the autoencoding evolutionary search paradigm is depicted in Fig. 2. As shown in Fig. 2, a transfer procedure is triggered periodically during the evolution process. The current population and the archived population of a past optimized problem at generation $G$ are used to construct the mapping $M$. Subsequently, the transferred solutions, which are obtained by multiplying the optimized solutions of the past problem with $M$, are injected into the current population. Lastly, the solutions go through the process of natural selection to automatically alleviate the negative transfer.

**B. Motivation**

Although the autoencoding evolutionary search has demonstrated its superiority on both benchmark problems and real-world applications [35], it cannot capture the potentially non-linear relationship between datasets with a linear autoencoding model, which may degrade the mapping accuracy and thus discount the potential improvement.

As an illustrative example, Fig. 3 shows the results of the linear and nonlinear mapping in reconstructing one dataset from the other, where the two datasets have nonlinear correlation. In Fig. 3, $S = \{s_0, \ldots, s_9\}$ and $T = \{t_0, \ldots, t_9\}$ are two sets of data, where $t_i = \phi(s_i)$ is generated from $s_i$ via a nonlinear function $\phi$. Particularly, the first 8 samples in $S$ and $T$, i.e., $S_m = \{s_0, \ldots, s_7\}$ and $T_m = \{t_0, \ldots, t_7\}$, are used as training data to build the linear mapping $M_L$ and nonlinear mapping $M_N$, while the last two samples $S_v = \{s_8, s_9\}$ and $T_v = \{t_8, t_9\}$ are employed as validation data. $R_m = \{r_0, \ldots, r_7\}$ and $N_m = \{n_0, \ldots, n_7\}$ are generated via $M_L$ and $M_N$, respectively, to reconstruct $T_m$ from $S_m$. As can be observed, $N_m$ achieved better approximation of the distribution of $T_m$ than $R_m$. For instance, $n_1$, $n_3$ and $n_5$ locate close to $t_1$, $t_3$, and $t_5$, respectively, while $r_1$, $r_3$, and $r_5$ are far away. Similar observation can also be obtained on the validation set $S_v$ and $T_v$, which indicates that the nonlinear mapping can not only fit well into the training data, but also have a good generalization to the unseen data from the same distribution. From the above, it can be concluded that the nonlinear mapping is able to capture the nonlinearity among data which leads to a higher mapping accuracy than the linear mapping.
A straightforward way to extend the linear autoencoding model with nonlinearity-handling capability is to include additional hidden layers with nonlinear activation functions. In this regard, many state-of-art autoencoder models proposed in the literature, such as contractive autoencoder and robust autoencoder [48], are ready for use. Despite the powerful learning ability of these models, they usually require iterative procedures, e.g., stochastic gradient descent, to learn the model parameters, which is computationally expensive. The architecture of the model also has a great effect on its performance. The optimal architecture is usually problem-dependent and the hyper-parameters are exhaustive to tune. As the AEES paradigm keeps updating the inter-task mapping throughout the search process, the large amount of computational time spent on the training of the multilayer autoencoder models is undesirable for the optimization. Consequently, a computationally efficient nonlinear autoencoding method is urgently required.

Taking this cue, towards an enhanced representation ability and transfer performance, we thus propose a kernelized autoencoding method to efficiently build a nonlinear mapping across heterogeneous problems, which will be elaborated in the next section.

III. Evolutionary search across Heterogeneous Problems via Kernelized Autoencoding

In this section, we first give the derivation of the proposed kernelized autoencoding method, including the mapping construction and the generation of the transferred solutions. Next, the self-adaptation process between linear and nonlinear mapping is introduced. Lastly, the details of the proposed kernelized autoencoding evolutionary search paradigm is presented.

A. The proposed kernelized autoencoding

As aforementioned, the linear autoencoding method adopted in [35] may lead to an inaccurate mapping since it can only model linear relationship between two datasets. In machine learning, it is a common practice to handle nonlinearity by mapping the data into a high-dimensional feature space based on the kernel method. The use of kernel function makes it possible to manipulate the data in the high-dimensional space at a low cost. By applying kernelization into the learning of M, we propose a kernelized autoencoding method which has the capability to capture the nonlinearity between datasets.

To be specific, suppose the solution set P = \{p_1, ..., p_N\} in Eq. 2 is mapped to a Reproducing Kernel Hilbert Space (RKHS) \( \mathcal{H} \) by a nonlinear mapping function \( \Phi \). Eq. 3 is then reconstructed as:

\[
L_{sq}(M) = \frac{1}{2N} \sum_{i=1}^{N} \|q_i - M\Phi(p_i)\|^2. \tag{4}
\]

Given Q = \{q_1, ..., q_N\}, Eq. 4 can be reduced to the matrix form as follows:

\[
L_{sq}(M) = \frac{1}{2N} tr[(Q - M\Phi(P))^T(Q - M\Phi(P))], \tag{5}
\]

where \( tr(\cdot) \) denotes the trace of a matrix. According to [49], the linear mapping \( M \) in \( \mathcal{H} \) can be represented as a linear combination of the data points \( \Phi(X) \) in \( \mathcal{H} \), that is, \( M = M_k\Phi(X)^T \). Therefore, the term \( M\Phi(P) \) in Eq. 5 can be rewritten as \( M_k\Phi(P)^T\Phi(P) \). Denote the kernel matrix as \( K(P, P) = \Phi(P)^T\Phi(P) \). The \( (i, j) \)th element of \( K(P, P) \) is \( \kappa(p_i, p_j) \), where \( \kappa(\cdot, \cdot) \) is the kernel function. Then, the objective function becomes:

\[
L_{sq}(M_k) = \frac{1}{2N} tr[(Q - M_k K(P, P))^T(Q - M_k K(P, P))]. \tag{6}
\]

Finally, Eq. 6 can be deduced into a closed-form solution as:

\[
M_k = QK(P, P)^T(K(P, P)K(P, P)^T)^{-1}. \tag{7}
\]

To transfer a set S of elite solutions from one problem to the other, \( \Phi \) is first performed on S to get \( \Phi(S) \), which is then multiplied with M. Thus, the transferred solutions are obtained as follows:

\[
TS = M\Phi(S) = M_k K(P, S). \tag{8}
\]

Last but not the least, it is worth noting that the learning of \( M_k \) holds a closed-form solution in the proposed kernelized autoencoding method. Compared to the linear autoencoding, the additional cost is the calculation of the kernel matrix, which thus will not bring much computational burden in the evolutionary search process.

B. Self-adaptation between linear and nonlinear mapping

Although nonlinear mapping is more accurate as shown in Section II-B, the linear mapping can diversify the transferred solutions and is more computationally efficient. Consequently, it should be a better idea to combine both linear and nonlinear mapping and adaptively choose the appropriate one along the search process. In particular, we propose to encourage the linear mapping if the distributions of the two populations \( P \) and \( Q \) are similar. Otherwise, the probability of nonlinear mapping is augmented so that the mapping accuracy can be guaranteed.

In this work, we adopt multivariate Gaussian probabilistic model to approximate distributions of \( P \) and \( Q \) and measure the similarity of \( P \) and \( Q \) by the Kullback-Leibler divergence (KLD) [36], which can be calculated by:

\[
KLD(P||Q) = \frac{1}{2} (tr(\Sigma_P^{-1}\Sigma_Q) + (\mu_P - \mu_Q)^T\Sigma_P^{-1}(\mu_P - \mu_Q) - \det(\Sigma_P) \ln(\det(\Sigma_Q)))). \tag{9}
\]

where \( tr(\cdot) \) and \( \det(\cdot) \) are the trace and determinant of a matrix, respectively; \( \Sigma \) represents the covariance matrix and \( \mu \) represents the mean vector. It is noted that before the calculation of KLD, solutions in \( P \) and \( Q \) are truncated into the first \( D = \min(D_P, D_Q) \) dimensions in case that the dimensionality \( D_P \) of \( P \) and \( D_Q \) of \( Q \) are unequal.

Then, the probability of linear mapping is calculated by:

\[
prob = \max(0, 1 - \frac{\sqrt{KLD(P||Q)}}{2*D}), \tag{10}
\]

where \( D \) serves as a scaling factor to adaptively reduce the bias caused by dimensionality in calculating the probability.
of conducting linear mapping. The probability of nonlinear mapping is thus \(1-prob\).

It can be observed that a small \(KLD\) which indicates \(P\) and \(Q\) have similar distributions leads to a high probability of linear mapping, while nonlinear mapping is performed frequently with a large \(KLD\).

C. The proposed evolutionary search via kernelized autoencoding

**Algorithm 1**: Pseudo Code of the Proposed Kernelized Autoencoding Evolutionary Search Paradigm

**Input**: \(MFE\): Max function evaluations; \(TG\): Transfer interval; \(N\): Population size; \(NT\): Number of solutions to be transferred; \(A\): Archive that records the optimization experience of the past solved problem.

**Output**: Optimized solutions for the current problem.

1. Generate the initial population \(Q_0\).
2. Set the generation counter \(G = 1\) and function evaluation counter \(FES = N\).
3. Obtain the best \(NT\) optimized solutions \(BS\) from \(A\).
4. \(\textbf{while } FNS < MFE \textbf{ do}
5. \quad \textbf{if } \text{mod}(G, TG) == 0 \textbf{ then}
6. \quad \quad Obtain the archived population \(P_G\) at generation \(G\) from \(A\).
7. \quad \quad Generate a random number \(rand\) between 0 and 1.
8. \quad \quad Calculate the \(KLD\) value of \(P_G\) and \(Q_G\) via Eq. 9.
9. \quad \quad Calculate \(Prob\) via Eq. 10.
10. \quad \quad \textbf{if } \text{rand} < \text{Prob} \textbf{ then}
11. \quad \quad \quad Obtain \(M\) with \(P_G\) and \(Q_G\) via Eq. 3.
12. \quad \quad \quad Generate the \(NT\) transferred solutions \(TS\) by \(M \times BS\).
13. \quad \textbf{else}
14. \quad \quad Obtain \(M_k\) with \(P_G\) and \(Q_G\) via Eq. 7.
15. \quad \quad Generate the \(NT\) transferred solutions \(TS\) with \(BS\) and \(M_k\) via Eq. 8.
16. \quad \textbf{end if}
17. \quad \(FES = FES + NT\).
18. \quad Perform environmental selection on the union of \(Q_G\) and \(TS\) to construct a new \(Q_G\).
19. \textbf{end if}
20. Perform parents selection and offspring generation.
21. Perform environmental selection on the union of \(Q_G\) and the offspring population.
22. \(FES = FES + N\).
23. \(G = G + 1\).
24. \textbf{end while}
25. Output the non-dominated solutions in the current population.

Algorithm 1 outlines the framework of the proposed kernelized autoencoding evolutionary search paradigm (KAES). In KAES, an archive \(A\) that records the population of the past-solved problem \(T_2\) generation by generation is provided. \(A\) serves as the knowledge pool that maintains optimization experience of \(T_2\) to facilitate the solving of current problem \(T_1\). In the following, we denote \(P_G\) and \(Q_G\) as the population of \(T_1\) and \(T_2\) at generation \(G\), respectively.

As can be observed from Algorithm 1, to optimize \(T_1\), KAES performs initialization, reproduction and selection as same as the standard EA, except the transfer procedure activated every \(TG\) generations. In the transfer phase, the KL divergence of \(P_G\) and \(Q_G\) is firstly calculated to measure the similarity of the two populations, which is then used to obtain the probability of linear and nonlinear mapping. If linear mapping is selected, the connectivity matrix \(M\) is built via Eq. 3 and the transferred solutions \(TS\) is generated by multiplying \(M\) with previously optimized solutions \(BS\). Otherwise, Eq. 7 is executed to calculate the nonlinear mapping matrix \(M_k\) and the transferred solutions is obtained via Eq. 8. In KAES, we select the best \(NT\) optimized solutions rather than transfer the whole population as in [35] so that a large number of function evaluations can be saved. It is also noted that we assume \(P_G\) are sorted in advance when it is stored into \(A\). Thus, the same sorting strategy can be applied to \(Q_G\) to maintain a high ordinal correlation in the mapping construction. Particularly, in SOO the solutions can be sorted based on the objective value while in MOO the sorting is conducted based on the sorting strategy of the corresponding MO solver, such as the nondominated ranking and crowding distance used in NSGAII [50].

Lastly, once the \(NT\) transferred solutions \(TS\) are obtained, the environmental selection kicks in to form a new population from the union of the current population and \(TS\). The survived transferred solutions then participate in the reproduction, by which means the knowledge of \(T_2\) is exploited to facilitate the optimization of \(T_1\). The whole process repeats until a predefined number of function evaluations \(MFE\) is satisfied. Note that if multiple optimized problems are available, each of them will have a particular mapping \(M\) or \(M_k\) with \(T_1\) and contribute \(NT\) transferred solutions to \(T_1\).

IV. Empirical Study

To verify the efficacy of the proposed kernelized autoencoding evolutionary search, comprehensive studies have been conducted in this section. In particular, for a fair comparison, the proposed KAES is evaluated on the complex multiobjective problems that are adopted in [35].

A. Experimental Configuration

Twelve commonly used multiobjective problems, including ZDT1-4,6 with two objectives [37] and DTLZ1-7 with three objectives [38] are tested in the experiment. Further, the proposed paradigm equipped with the kernelized autoencoding and linear autoencoding, as well as the autoencoding evolutionary search paradigm proposed in [35] are compared in this study, where SPEA2 [51] and NSGAII [50] are employed here as the baseline MOP solvers. Denoting \(A\) as the baseline solver, i.e., NSGAII or SPEA2, the compared algorithms are thus labeled as A-KA, A-LA and A-M1/M2 hereafter, respectively. It is noted that as in [35], A-M1 and A-M2 represent the autoencoding evolutionary search using past
### Table I

Averaged Value and Standard Deviation of the HV obtained by the SPEA2-KA, SPEA2-LA, SPEA2-M1, SPEA2-M2 and SPEA2 on the 12 DZT/DTLZ Multiobjective Problems across 20 Independent Runs with 2500 and 15000 Function Evaluations. (±, + and – denote the compared algorithm statistically similar, better and worse than EMT-KA, respectively.)

<table>
<thead>
<tr>
<th>Problem</th>
<th>SPEA2-KA</th>
<th>SPEA2-LA</th>
<th>SPEA2-M1</th>
<th>SPEA2-M2</th>
<th>SPEA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTZ1</td>
<td>6.54E-01</td>
<td>6.56E-01</td>
<td>6.56E-01</td>
<td>6.56E-01</td>
<td>6.56E-01</td>
</tr>
<tr>
<td>ZDT2</td>
<td>3.34E-01</td>
<td>3.67E-01</td>
<td>3.63E-01</td>
<td>3.76E-01</td>
<td>3.23E-01</td>
</tr>
<tr>
<td>ZDT3</td>
<td>3.08E-01</td>
<td>3.13E-01</td>
<td>3.13E-01</td>
<td>3.29E-01</td>
<td>3.13E-01</td>
</tr>
<tr>
<td>ZDT4</td>
<td>6.33E-01</td>
<td>6.57E-01</td>
<td>6.57E-01</td>
<td>6.57E-01</td>
<td>6.57E-01</td>
</tr>
<tr>
<td>ZDT6</td>
<td>2.93E-01</td>
<td>3.94E-01</td>
<td>3.96E-01</td>
<td>3.96E-01</td>
<td>3.96E-01</td>
</tr>
<tr>
<td>DTLZ1</td>
<td>0.00E+00</td>
<td>0.00E+00</td>
<td>0.00E+00</td>
<td>0.00E+00</td>
<td>0.00E+00</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>1.21E-02</td>
<td>3.64E-01</td>
<td>3.34E-01</td>
<td>3.61E-01</td>
<td>2.61E-01</td>
</tr>
<tr>
<td>DTLZ4</td>
<td>2.73E-01</td>
<td>3.34E-01</td>
<td>3.34E-01</td>
<td>3.10E-01</td>
<td>2.22E-01</td>
</tr>
<tr>
<td>DTLZ5</td>
<td>7.33E-02</td>
<td>9.09E-02</td>
<td>9.09E-02</td>
<td>9.09E-02</td>
<td>9.09E-02</td>
</tr>
<tr>
<td>DTLZ7</td>
<td>2.89E-01</td>
<td>2.74E-01</td>
<td>2.77E-01</td>
<td>2.79E-01</td>
<td>2.79E-01</td>
</tr>
<tr>
<td>Mean</td>
<td>3.95E-01</td>
<td>0.00E+00</td>
<td>3.95E-01</td>
<td>3.95E-01</td>
<td>3.95E-01</td>
</tr>
</tbody>
</table>

### Table II

Averaged Value and Standard Deviation of the HV obtained by the NSGA-II-KA, NSGAII-LA, and NSGAII on the 12 DZT/DTLZ Multiobjective Problems across 20 Independent Runs with 2500 and 15000 Function Evaluations. (±, + and – denote the compared algorithm statistically similar, better and worse than EMT-KA, respectively.)

<table>
<thead>
<tr>
<th>Problem</th>
<th>NSGA-II-KA</th>
<th>NSGAII-LA</th>
<th>NSGAII-M1</th>
<th>NSGAII-M2</th>
<th>NSGAII</th>
</tr>
</thead>
<tbody>
<tr>
<td>DTZ1</td>
<td>6.36E-01</td>
<td>6.34E-01</td>
<td>6.34E-01</td>
<td>6.34E-01</td>
<td>6.34E-01</td>
</tr>
<tr>
<td>ZDT2</td>
<td>3.17E-01</td>
<td>3.00E-01</td>
<td>3.01E-01</td>
<td>3.02E-01</td>
<td>3.02E-01</td>
</tr>
<tr>
<td>ZDT3</td>
<td>5.08E-01</td>
<td>5.13E-01</td>
<td>5.13E-01</td>
<td>5.13E-01</td>
<td>5.13E-01</td>
</tr>
<tr>
<td>ZDT4</td>
<td>4.35E-01</td>
<td>6.54E-01</td>
<td>6.53E-01</td>
<td>6.53E-01</td>
<td>6.54E-01</td>
</tr>
<tr>
<td>DTLZ1</td>
<td>3.36E-01</td>
<td>3.91E-01</td>
<td>3.91E-01</td>
<td>3.91E-01</td>
<td>3.91E-01</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>2.89E-01</td>
<td>3.01E-01</td>
<td>3.21E-01</td>
<td>3.34E-01</td>
<td>3.18E-01</td>
</tr>
<tr>
<td>DTLZ4</td>
<td>1.48E-01</td>
<td>2.02E-01</td>
<td>2.02E-01</td>
<td>2.02E-01</td>
<td>2.02E-01</td>
</tr>
<tr>
<td>DTLZ5</td>
<td>2.01E-01</td>
<td>6.54E-01</td>
<td>6.54E-01</td>
<td>6.54E-01</td>
<td>6.54E-01</td>
</tr>
<tr>
<td>DTLZ6</td>
<td>2.18E-01</td>
<td>3.17E-01</td>
<td>3.17E-01</td>
<td>3.17E-01</td>
<td>3.17E-01</td>
</tr>
<tr>
<td>Mean</td>
<td>3.36E-01</td>
<td>+</td>
<td>3.36E-01</td>
<td>3.36E-01</td>
<td>3.36E-01</td>
</tr>
</tbody>
</table>
search experiences provided by ZDT and DTLZ problems, respectively. In contrast, when one problem is being addressed by A-KA and A-LA, the rest 11 problems are all served as source problems that provide past search experiences to the target problem. In spite of the transfer scheme, the evolutionary operators and other parameters settings are kept the same in the compared algorithms, which are configured based on [35] and summarized as follows.

1) Population size: \( NP = 50 \).
2) Maximum function evaluation: \( Max_{evals} = 15000 \).
3) Independent run times: \( runs = 20 \).
4) Evolutionary operators and parameters in NSGAII and SPEA2:
   a) SBX crossover: \( p_c = 0.9, \eta_c = 20 \).
   b) Polynomial mutation: \( p_m = 1/D, \eta_m = 20 \).
5) Interval of knowledge transfer across problems: \( TG = 10 \).
6) Solutions transferred from each source problem: \( NT = 10 \)
   for A-KA and A-LA, \( NT = NP \) for A-M1 and A-M2.
7) Kernel function utilized in A-KA: polynomial kernel \( \kappa(x, y) = (x^T y + b)^d \) with \( b = 0.1 \) and \( d = 5 \) [52].

B. Results and Discussions

The averaged hypervolume (HV) values as well as the standard deviation obtained by the classical MO algorithms, i.e., NSGAII and SPEA2, and their variants with different transfer schemes on the 12 ZDT/DTLZ multiobjective problems (MOPs) across 20 independent runs with 2500th and 15000th function evaluations are tabulated in Tables I and II. Superior performance is highlighted in bold, and the Wilcoxon rank sum test with 95% confidence level is conducted on the experimental results. \( \approx \), +, and − denote the compared algorithm is statistically significantly similar, better, and worse than the proposed SPEA2(NSGAII)-KA, respectively. In addition, the speed-up ratios of the proposed SPEA2(NSGAII)-KA against other compared algorithms at 2500th evaluation are also presented along with the standard deviation in the parenthesis. Further, to provide an overview of the performance among the algorithms, Tables III and IV summarized the comparison between the baseline MO solvers and their counterparts in terms of HV. In the tables, each grid contains a pair of tuples, in which the left and right tuples indicate the comparison results obtained at the 2500th and 15000th function evaluation, respectively. In particular, each tuple \( w/b/l \) denotes the algorithm in the corresponding row wins on \( w \) MOPs, ties on \( t \) MOPs, and loses on \( l \) MOPs, when compared to the algorithm in the corresponding column.

As can be observed in Tables I and II, firstly, the algorithms with the knowledge learned from past search experiences across heterogeneous problems all achieved superior solution quality over the baseline MO solvers SPEA2 and NSGAII. For instance, while both SPEA2 and NSGAII can only obtain a HV value of 0 on DTLZ 6 throughout the optimization, the other algorithms achieved relatively high HV values at the early 2500th function evaluation. Totally, as depicted in Table III and IV, the algorithms with knowledge transfer gained significantly better or competitive results on more than 9 out of totally 12 MOPs against SPEA2 and NSGAII.

Secondly, although the same linear autoencoding method is deployed, SPEA2-LA and NSGAII-LA outperformed NSGAII-M1/M2 and SPEA2-M1/M2 on most MOPs. In particular, SPEA2-LA and NSGAII-LA obtained higher HV values on 5 and 7 MOPs against SPEA2-M1 and NSGAII-M1, while on 7 and 9 MOPs against SPEA2-M2 and NSGAII-M2. Next, with regard to the proposed kernelized autoencoding method, it is observed that SPEA2-KA and NSGAII-KA both demonstrated superior performance over SPEA2-LA and NSGAII-LA in terms of convergence speed. For instance, SPEA2-KA achieved 38.1% and 525.2% speed-up over SPEA2-LA on ZDT2 and DTLZ6, while NSGAII-KA converged 12.2% and 367.6% faster than NSGAII-LA. Totally, SPEA2-KA and NSGAII-KA achieved significantly better HV on 9 and 4 MOPs while competitive on others at the 2500th function evaluation.

Further, the convergence trends on the 12 problems are presented in Figs. 4 and 5 to assess the efficiency of the compared methods. In particular, the convergence graphs of SPEA2-KA, SPEA2-LA, SPEA2-M1, SPEA2-M2 and SPEA2 are depicted in Fig. 4, while Fig. 5 shows the convergence graphs of NSGAII+KA, NSGAII-LA, NSGAII-M1, NSGAII-M2 and NSGAII. In these figures, the Y-axis denotes the mean hypervolume value obtained across 20 independent runs, while the X-axis denotes the number of fitness evaluations made so far. From Fig. 4, we have the following observations: (1) Algorithms with different knowledge transfer schemes converged faster than SPEA2 on 9 out of 12 MOPs; (2) SPEA2-KA and SPEA2-LA have better performance than SPEA2-M1 and SPEA2-M2 on 10 out of 12 MOPs. Representative examples are Fig. 4(b) and 4(k); (3) SPEA2-KA achieved enhanced convergence performance against SPEA2-LA, which owes to the proposed KA method. For instance, on ZDT2 (Fig. 4(b)), ZDT6 (Fig. 4(e)) and DTLZ6 (Fig. 4(k)), SPEA2-KA achieved a steep convergence trend that saved about 3000 function

### Table III

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ZDT2</th>
<th>ZDT3</th>
<th>ZDT4</th>
<th>ZDT6</th>
<th>DTLZ2</th>
<th>DTLZ3</th>
<th>DTLZ4</th>
<th>DTLZ6</th>
</tr>
</thead>
<tbody>
<tr>
<td>SPEA2-KA</td>
<td>9/2/0</td>
<td>1/10</td>
<td>1/10</td>
<td>1/10</td>
<td>1/10</td>
<td>1/10</td>
<td>1/10</td>
<td>1/10</td>
</tr>
<tr>
<td>SPEA2-LA</td>
<td>9/0/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
</tr>
<tr>
<td>SPEA2-M1</td>
<td>2/100</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
</tr>
<tr>
<td>SPEA2-M2</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
<td>1/100</td>
</tr>
</tbody>
</table>

### Table IV

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>ZDT2</th>
<th>ZDT3</th>
<th>ZDT4</th>
<th>ZDT6</th>
<th>DTLZ2</th>
<th>DTLZ3</th>
<th>DTLZ4</th>
<th>DTLZ6</th>
</tr>
</thead>
<tbody>
<tr>
<td>NSGAII-KA</td>
<td>4/8/0</td>
<td>1/10/1</td>
<td>9/6/0</td>
<td>2/9/1</td>
<td>10/2/0</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
</tr>
<tr>
<td>NSGAII-LA</td>
<td>7/5/0</td>
<td>1/10/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
<td>2/9/1</td>
</tr>
<tr>
<td>NSGAII-M1</td>
<td>3/8/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
</tr>
<tr>
<td>NSGAII-M2</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
<td>1/10/1</td>
</tr>
</tbody>
</table>
Fig. 4. The averaged Hypervolume curves obtained by SPEA2-KA, SPEA2-LA, SPEA2-M1, SPEA2-M2 and SPEA2 on the 12 ZDT/DTLZ multiobjective problems across 20 independent runs. y-axis: hypervolume, x-axis: function evaluations.
Fig. 5. The averaged Hypervolume curves obtained by NSGAII-KA, NSGAII-LA, NSGAII-M1, NSGAII-M2 and NSGAII on the 12 ZDT/DTLZ multiobjective problems across 20 independent runs. y-axis: hypervolume , x-axis: function evaluations.
Fig. 6. Illustration of the transferred solutions obtained via KA and LA and the nondominated solutions in the population at early stage on representative multiobjective problems. GEN denotes the generation number.

Fig. 7. Convergence graphs of SPEA2(NSGAI)-KA, SPEA2(NSGAI)-KA* and SPEA2(NSGAI)-LA as well as the percentage of linear mapping performed by SPEA2-KA in each transfer phase on representative ZDT/DTLZ problems. SPEA2(NSGAI)-KA adaptively executes linear or nonlinear mapping, while SPEA2(NSGAI)-KA* and SPEA2(NSGAI)-LA perform solely linear and nonlinear mapping, respectively.

Fig. 8. Normalized average HV obtained by SPEA2(NSGAI)-KA against SPEA2(NSGAI)-LA and SPEA2(NSGAI) on all the 12 multi-objective benchmarks at 2500th function evaluation across 20 independent runs with various configurations of $T_g$ and $N_T$. 
evaluations to arrive at the HV value obtained by SPEA2-LA at around the 5000th evaluation. Similar observations have also been achieved in Fig. 5 when configuring NSGAII as the baseline MO solver.

Lastly, Fig. 6 illustrates the transferred solutions generated by the proposed kernelized autoencoding, the linear autoencoding and the non-dominated solutions in the population at early stage on representative MO problems. As can be observed from Fig. 6, the solutions obtained via KA (the red plus) not only locate close to the true Pareto front but also scatter better than those generated via LA (the green circle) and the non-dominated solutions in current population, which accounts for the superiority of SPEA2-KA and NSGAII-KA as shown in Figs. 4 and 5.

In summary, the following conclusions can be drawn from the experimental results above. (1) The performance of EA can be greatly improved by properly reusing the knowledge from related problem; (2) The kernelized autoencoding method leads to an enhanced evolutionary search in terms of both solution quality and convergence speed against the linear autoencoding method; (3) The proposed KAES works more efficiently than the AEES proposed in [35].

C. The efficacy of linear-nonlinear combination and adaptation

To provide deeper insight of the performance obtained by the proposed KAES and demonstrate the efficacy of the combination and adaptation of linear and nonlinear mapping, SPEA2(NSGAII)-KA that adaptively executes linear or nonlinear mapping is compared with SPEA2(NSGAII)-KA* and SPEA2(NSGAII)-LA which perform solely nonlinear and linear mapping, respectively. Fig. 7 illustrates the convergence curves of SPEA2(NSGAII)-KA, SPEA2(NSGAII)-KA* and SPEA2(NSGAII)-LA on representative ZDT/DTLZ problems. Along with the convergence graph, the percentage of linear mapping performed by SPEA2-KA in each transfer phase is also presented in Fig. 7(a)-(c).

From Fig. 7(a) and 7(b), the adaptation can be clearly observed. In particular, SPEA2-KA kept the percentage of linear mapping at a low level on ZDT2 where SPEA2-KA* converged faster than SPEA2-LA, while more linear mappings were performed on ZDT3 where SPEA2-LA outperformed SPEA2-KA*. As a result, SPEA2-KA achieved superior performance on both ZDT2 and ZDT3. Next, Fig. 7(c) indicated that the combination of linear and nonlinear mappings may sometimes further enhance optimization performance compared to conducting linear or nonlinear mapping independently. Similar adaptation can also be observed when NSGAII is configured as the baseline algorithm which is depicted in Fig. 7(d).

D. Parametric analysis

In the proposed KAES, TG and NT are two important parameters that define the frequency and amount of knowledge sharing between tasks. We further investigate how the configurations of TG and NT affect the performance of the proposed KAES.

On one hand, a small value of TG and a big value of NT will increase the frequency and amount of knowledge sharing across tasks which can make better use of the available knowledge. On the other hand, excessive knowledge transfer would also consume a large number of additional function evaluations, which may greatly deteriorate the optimization performance. Fig. 8 illustrates the normalized average HV obtained by SPEA2(NSGAII)-KA against SPEA2(NSGAII)-LA and SPEA2(NSGAII) on all the 12 multi-objective bench-
marks at 2500th function evaluation across 20 independent runs with various configurations of TG and NT. As can be observed, SPEA2(NGSAII)-KA and SPEA2(NGSAII)-LA with knowledge transfer achieved significantly better results than the standard SPEA2(NGSAII) with all the configurations of TG and NT. Further, SPEA2(NGSAII)-KA always outperformed SPEA2(NGSAII)-LA under the same setting of TG and NT.

It is also noted that in Fig. 8(a) the averaged HV of SPEA2(NGSAII)-KA and SPEA2(NGSAII)-LA increased with TG at first since lots of functions evaluations are saved with the slowdown in transfer frequency. Then, the HV dropped continuously when TG was further increased because of the insufficient use of knowledge. Similar trends are also observed with different NT in Fig. 8(b).

Lastly, although the optimal configurations of TG and NT are generally problem-dependent, TG=10 and NT=10 is adopted as defaults since it provides stable yet superior results across most of the problems.

E. Kernel functions and autoencoder models

In this section, we present the preliminary study to investigate the performance of the proposed KAes by employing different kernel functions and multilayer autoencoders for nonlinear mapping.

First of all, the commonly-used polynomial kernel \( \kappa(x, y) = (x^T y + 0.1)^d \) and radial basis function (rbf) kernel \( \kappa(x, y) = \exp(-\frac{|x-y|^2}{2\sigma^2}) \) with different settings are compared. In particular, by setting \( d \) as 3, 5 and 7 and \( \sigma \) as 0.5, 1 and 2, we obtained six kernel functions. We denote the NSGAII-KA variants equipped with these six kernels as POLY-3, POLY-5, POLY-7, RBF-0.5, RBF-1 and RBF-2. Fig. 9(a) presents the convergence graphs of the NSGAII-KA variants as well as NSGAII-LA and NSGAII on ZDT6 and DTLZ6, respectively. It can be observed that the kernel functions exhibit different convergence speed. In general, polynomial kernel converged faster than rbf kernel. Furthermore, different settings of the same kernel function also greatly affect the performance. For instance, while POLY-5 and POLY-7 significantly outperformed NSGAII-LA on DTLZ6, POLY-3 was slightly inferior to NSGAII-LA. As can be seen, the optimal kernel as well as its best configuration is usually problem-dependent. In this work, we took POLY-5, i.e., \( \kappa(x, y) = (x^T y + 0.1)^3 \), which exhibited reasonable performance on most of the MOPs as the default kernel in the experiments.

Next, we study on three typical autoencoder models, i.e., the basic autoencoder (denoted as AE-B), contractive autoencoder (denoted as AE-C) and robust autoencoder (denoted as AE-R), for nonlinear mapping. For brevity, the readers are referred to [48] for more details of these AE models. The three models are all configured with one hidden layer of 50 neurons and ReLu activation function, which are trained over 10000 iterations to build the mapping. In addition, two variants of AE-B, one of which is trained over 1000 iterations (denoted as AE-BL), while the other has two hidden layers (denoted as AE-B2h), are also compared. The convergence graphs of the five models as well as NSGAII-LA and NSGAII on ZDT6 and DTLZ6 are shown in Fig. 9(a).

From the results, we have the following observations (1) AE-R, AE-C and AE-B2h performed similarly with the basic AE-B on both ZDT6 and DTLZ6. This is because the strength of these advanced models cannot be revealed on a small dataset, i.e., a population of 50 solutions. (2) While most AE models outperformed NSGAII-LA on DTLZ6, they are all inferior to NSGAII-LA on ZDT6. As the performance of the AE model can be affected by many factors such as architecture, it makes the use of AE models for nonlinear mapping not as stable as KA and LA. (3) AE-B was much better than AE-BL trained by only 1000 iterations. Hence, it is expected that by increasing the training iterations, the performance can be further improved. Nevertheless, it must be pointed out that the training of these models is a time-consuming process. Fig. 10 summarizes the computational time spent for training each of the seven autoencoder models. It is observed that even AE-BL takes about 3 seconds in training. As the mapping is built on each pair of source and target problem and is constantly updated, it is estimated that AE-BL needs about 15 minutes for the mapping construction across the optimization under the current setting. In contrast, both KA and LA consume less than 0.1 second to build a mapping, which will not bring much computational burden in the search process. The above observations indicate that the multilayer AE models are not suitable for nonlinear mapping in the proposed KAes.

V. Real-world Case Study on the Vehicle Crashworthiness Design Problem

Vehicle crashworthiness is one of the most important design considerations in the automotive industry, which is directly and closely related to the occupant safety. The goal of crashworthiness design is to work out a vehicle structure that can largely absorb the crash energy by controlled vehicle deformations while maintaining adequate space for the occupant [53]. Normally, the vehicle structure is firstly simulated and optimized on computer to meet various safety guidelines before putting into production. However, the simulations are usually computationally expensive such that even a single evaluation may take several minutes. In practice, the same type of vehicles often share similar structures, which makes it possible to leverage the large amount of past experience to guide the crashworthiness design of a new vehicle model. In this section, we present a case study on the vehicle crashworthiness design problem to show the benefit of knowledge transfer for the design process and validate the proposed kernelized autoencoding evolutionary search.

A full vehicle crashworthiness design includes the simulation of a variety of crash events, such as roof crush, interior squash and frontal, side and rear impacts [53]. According to [39], in this study, we consider a full-width frontal crash test and an offset-frontal crash test. Figs. 11(a) and 11(b) illustrates the full-width frontal crash and the offset-frontal crash, respectively. Particularly, the offset-frontal test demands a high degree of vehicle stiffness to resist intrusion while the frontal test requires a relatively low degree of stiffness to alleviate the injuries caused by deceleration [54]. To improve
Fig. 11. (a) Illustration of the full-width frontal crash; (b) Illustration of the offset-frontal crash; (c) Illustration of the five decision variables of the multiobjective problem [39].

Fig. 12. The averaged Hypervolume curves obtained by NSGAII-KA and NSGAII-LA and NSGAII across 20 independent runs. y-axis: hypervolume, x-axis: function evaluations.

The averaged convergence trends of HV value obtained by the NSGAII-KA and NSGAII-LA and NSGAII across 20 independent runs are presented in Fig. 12. As can be clearly observed from Fig. 12, the algorithms with knowledge transfer, i.e., NSGAII-KA and NSGAII-LA, achieved superior performance in terms of both solution quality and search speed against the classical NSGAII, which demonstrates the effectiveness of knowledge transfer for enhanced evolutionary search. On the other hand, NSGAII-KA outperformed NSGAII-LA and NSGAII all along the search process. To demonstrate, it only takes NSGAII-KA around 2000 and 3000 function evaluations, respectively, to reach the same HV value obtained by NSGAII-LA and NSGAII at the 5000th evaluation. The kernelized autoencoding method boosts the optimizer to quickly achieve good solutions with a lower number of function evaluations, which can thus significantly shorten the design cycle.

From a broader perspective, on one hand many practical industrial systems are expected to tackle a large number of related problems over their lifetime where a vast pool of knowledge can be reserved for further reuse [22]. On the other hand, it is the urgent demands in present industry to achieve high-quality solutions within strict time constraints. Consequently, the proposed KAES that is able to enhance the optimization performance by effectively exploiting the useful knowledge learned from past experiences has a great potential to be applied to the solving of a variety of real-world optimization problems.

VI. CONCLUSION

In this paper, a new learnable evolutionary search paradigm, namely kernelized autoencoding evolutionary search (KAES), has been proposed. In KAES, a kernelized autoencoder with a closed-form solution has been derived to construct the nonlinear mapping across heterogeneous problems in a Reproducing Kernel Hilbert Space (RKHS). The proposed KAES adaptively selects the linear or kernelized autoencoder to build the inter-task mapping along the search process. With the learned mapping, the knowledge from past search experience can be learned and transferred to the current problem in the form of adapted problem solutions. Furthermore, in view of the mapping effectiveness and computational efficiency, we have proposed to sort the solutions used in the mapping construction before kernelized autoencoding process to increase the ordinal correlation and transfer a limited number rather than the whole population of the past optimized solutions. To validate the efficacy of the proposed KAES, comprehensive empirical studies have been conducted on 12 complex multiobjectives.
benchmarks and a real-word application on the vehicle crash-worthiness design. The obtained results demonstrated that the proposed KAES is able to enhance the evolutionary search in terms of both solution quality and search speed when compared to the state-of-art AEES as well as the classical MO algorithms.

For future work, we would like to embark on an in-depth study to analyze how different the kernel functions affect the performance of KAES on optimization problems with different characteristics and explore the efficient way to exploit the state-of-art autoencoders for nonlinear mapping. We would also further expand the applicability of our approach to a wider variety of real-world optimization problems.
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